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Abstract-This paper proposes a new approach to aspect-based 
sentiment analysis. The goal of our algorithm is to obtain a 
summary of the most positive and the most negative aspects of 
a specific product, given a collection of free-text customer 
reviews. Our approach starts by matching handcrafted 
dependency paths in individual sentences to find opinions 
expressed towards candidate aspects. Then, it clusters 
together different mentions of the same aspect by using a 
Word Net-based similarity measure. Finally, it computes a 
sentiment score for each aspect, which represents the overall 
emerging opinion of a group of customers towards a specific 
aspect of the product. Our approach does not require any 
seed word or domain-specific knowledge, as it only employs 
an off the-shelf sentiment lexicon. We discuss encouraging 
preliminary results in detecting and rating aspects from on-
line reviews of books. We investigate the efficacy of topic 
model based approaches to two multi-aspect sentiment 
analysis tasks multi aspect sentence labeling and multi-aspect 
rating prediction 
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1.  INTRODUCTION

Sentiment analysis is the task of detecting subjectivity in 
natural language. Approaches to this task mainly draw 
from the areas of natural language processing, data mining, 
and machine learning. In the last decade, the exponential 
growth of opinionated data on the Web fostered a strong 
interest in the insights that sentiment analysis could reveal. 
For example, companies can analyze user reviews on the 
Web to obtain a good picture of the general public opinion 
on their products at very little cost. While the first efforts in 
sentiment analysis were directed towards determining the 
general polarity (positive or negative) of a certain sentence 
or document, the interest has recently shifted towards a 
more qualitative analysis, that aims to detect the different 
aspects of a topic towards which an opinion is expressed. 
In this paper a new algorithm for automatically detecting 
and rating product aspects from customer reviews. 
Aspectator can discover candidate aspects by simply 
matching few syntactic dependency paths, while other 
approaches [6, 14, 16, 21] require seed words in input and 
use syntactic dependencies or some bootstrapping 
technique to discover new words and the relations between 
them. Additionally, it does not require any domain-specific 
knowledge in input, but only few handcrafted syntactic 
dependency paths and an off-the-shelf sentiment lexicon. 

Consequently, the proposed system can detect and rate 
aspects of products in any domain, while many existing 
approaches [16, 21, 18] focus on domains for which 
machine-readable knowledge is available. Concretely, 
Aspectator combines a first high-recall step where 
candidate aspects are extracted from individual sentences 
through syntactic dependency paths, with second and third 
high-precision steps, where aspect mentions are clustered 
and their sentiment scores are aggregated by leveraging an 
external sentiment lexicon. 

2. RELATED WORK

While sentiment analysis has been studied extensively for 
some time [10], most approaches have focused on 
document level overall sentiment. Recently, there has been 
a growing interest in sentiment analysis at finer levels of 
granularity, and specifically approaches that take into 
account the multiaspect nature of many sentiment analysis 
tasks. Early multi-aspect work focused on creating aspect-
based review summaries using mined product features 
[11]–[13].More recent work [14], [15] has also began 
modeling implicit aspects. For example, [16] develop an 
aspect-based review summarization system that extracts 
and aggregates aspects and their corresponding sentiments. 
Recent work has also began to look at multi-aspect rating 
prediction. [17] Present the Good Grief algorithm, which 
jointly learns ranking models for individual aspects using 
an online Perceptron Rank (PRank) [18] algorithm. [19] 
and [20] bootstrap aspect terms with seed words for 
unsupervised multi-aspect opinion polling and probabilistic 
rating regression, respectively. [21] integrate a document-
level HMM model to improve both multi-aspect rating 
prediction and aspect-based sentiment summarization. 
.  

3.SENTIMENT ANALYSIS TASKS USING MULTI-ASPECT

In this work, we consider a limited version of the aspect 
identification and mention extraction task, which we call 
multi-aspect sentence labeling. In our limited setting, we 
assume that aspects are fixed—e.g., food, service, and 
ambiance for restaurant reviews—and that it is sufficient to 
identify Weak Supervision with Minimal Prior Knowledge: 
To encourage topic models to learn latent topics that 
correlate directly with aspects, we augment them with a 
weak supervised signal in the form of aspect-specific seed 
words. Rather than directly using the seed words to do 
bootstrapping, as in [19] and [20], we use them to define an 
asymmetric prior on the word-topic distributions. This 
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approach guides the latent topic learning towards more 
coherent aspect-specific topics, A different line of work on 
aspect-based sentiment analysis is based on topic models. 
Brody and Elhadad [3] have tried to use Latent Dirichlet 
Allocation (LDA) [2] to extract topics as product aspects. 
To determine the polarity towards each topic/aspect, they 
start from a set of seed opinion words and propagate their 
polarities to other adjectives by using a label propagation 
algorithm. Instead of treating aspect detection and 
sentiment classification as two separate problems, Lin and 
He [11] and Jo and Oh [8] directly integrate the sentiment 
classification in the LDA model, so that it natively captures 
the sentiment towards the topic/aspect. While these LDA-
based approaches provide an elegant model of the problem, 
they produce topics that are often not directly interpretable 
as aspects, and thus require manual labeling to achieve a 
readable output. 
The work discussed so far proposes domain-independent 
solutions for aspect based sentiment analysis, where also 
our approach is positioned. However, several works make 
use of domain-specific knowledge to improve their results. 
For instance, 
Thet et al. [16] focus on aspect-based classification of book 
reviews, and include as input for their algorithm movie-
specific terms such as the name of the book, the author and 
the publication. Additionally, they include some domain-
specific opinion words as input for their algorithm. As 
expected, including domain specific knowledge yields a 
more accurate sentiment classification. To make an 
example, the word “unpredictable” has a negative polarity 
in general English, but in the movie domain it is often used 
to praise the unpredictability of a storyline.Since all 
relevant aspects are given as input, they exclusively focus 
on detecting opinions towards the given aspects by (1) 
capturing new opinion words through syntactic 
dependencies, and (2) rating the product aspects based on 
an external 
Sentiment lexicon and some given domain-specific opinion 
words The second phase of multi-aspect sentiment analysis 
is multi-aspect rating prediction [7], [17], [20], [21]—in 
which each aspect of a document is assigned polar (i.e., 
positive, negative, neutral), numeric, or “star” (i.e., 1-5) 
ratings. 
Specifically, we consider two settings: (1) multi-aspect 
rating prediction with indirect supervision, and (2) 
supervised multi-aspect rating prediction. In (1), aspect 
ratings are predicted based only on the text and overall 
rating of each review. Specifically, we train a regression 
model on the given overall ratings and, for each aspect, 
apply the model to the corresponding aspect-labeled 
sentences. In (2), the supervised multi-aspect rating 
prediction setting, we augment and compare standard 
supervised regression learners with features derived from 
unsupervised topic 

4. SENTIMENT ANALYSIS USING LDA

LDA, introduced by David Blei et al. [12], is a 
probabilistic generative topic model based on the 

assumption that each document is a mixture of various 
topics and each topic is a probability distribution over 
different words. A graphical model of LDA is shown in 
wherein nodes are random variables and edges in-dicate the 
dependence between nodes [12, 13]. As a directed graph, 
shaded and unshaded variables indicate observed and latent 
(i.e., unobserved) variables respectively, and arrows 
indicate conditional dependencies between variables while 
plates (the boxes in the figure) refer to repetitions of 
sampling Formally, each 

Choose global topic proportions: _gl _ Dir(_gl) 
For each sliding window v of size T: 
 Choose local topic proportions: _loc 

d;v _ Dir(_loc) 
 Choose granularity mixture: _d;v _ Beta(_mix) 
 For each sentence s: 
     Choose window proportions:  d;s _ Dir() 
 For each word w in sentence s of document d: 
Choose sliding window: vd;w _  d;s 
Choose granularity: rd;w _ _d;vd;w 
 Choose topic: zd;w _ f_gl; _loc d;vgrd;w 
 Choose word: w _ _rd;w 

zd;wThe goal of LDA is therefore to find a set of model 
parameters, topic proportions and topic-word distributions. 
Standard statistical techniques can be used to invert the 
generative process of LDA, in-ferring the set of topics that 
were responsible for generating a collection of documents. 
The exact in-ference in LDA is generally intractable, and 
we have to appeal to approximate inference algorithms for 
posterior estimation. The most common approaches that are 
used for approximate inference are EM, Gibbs Sampling 
and Variational method [12, 13, 15]. 

Figure 1 LDA Topic Model 
In response to limitations of standard LDA for multi-

aspect work, [7] propose Multi-Grain LDA (MG-LDA). 
MG-LDA jointly models documentspecific themes (global 
topics), and themes that are common throughout the corpus 
intended to correspond to ratable aspects, called local 
topics. Additionally, while the distribution over global 
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topics is fixed for a given document (review),local topic 
proportions are varied across the document according to 
sentence-level sliding windows 

Figure 2. Local LDA. 
Sentiment tokens and sentiment scores are information 

extracted from the original dataset. They are also known as 
features, which will be used for sentiment categorization. 
In order to train the classifiers, each entry of training data 
needs to be transformed to a vector that contains those 
features, namely a feature vector. For the sentence-level 
(review-level) categorization, a feature vector is formed 
based on a sentence (review). One challenge is to control 
each vector’s dimensionality. The challenge is actually 
twofold: Firstly, a vector should not contain an abundant 
amount (thousands or hundreds) of features or values of a 
feature, because of the curse of dimensionality [32]; 
secondly, every 
vector should have the same number of dimensions, in 
order to fit the classifiers. This challenge particularly 
applies to sentiment tokens: On one hand, there are 11,478 
word tokens as well as 3,023 phrase tokens; On the other 
hand, vectors cannot be formed by 
simply including the tokens appeared in a sentence (or a 
review), because different sentences (or reviews) tend to 
have different amount of tokens, leading to the 
consequence that the generated vectors are in different 
dimensions. 

1.for every Tagged Sentences do
2: for i/i + 1 as everyword/tag pair do 
3: if i + 1 is a Negative Prefix then 
4: if there is an adjective tag or a verb tag in next pair then 
5: NOA Phrases←(i, i + 2) 
6: NOV Phrases←(i, i + 2) 
7: else 
8: if there is an adjective tag or a verb tag in the pair after 
next then 
9: NOA Phrases←(i, i + 2, i + 4) 
10: NOV Phrases←(i, i + 2, i + 4) 
11: end if 

The process of sentiment polarity categorization is 
twofold: sentence-level categorization and review-level 
categorization. Given a sentence, the goal of sentence-level 
categorization is to classify it as positive or negative in 
terms of the sentiment that it conveys. Training data for 
this categorization process require ground truth tags, 
indicating the positiveness or negativeness of a given 
sentence. However, ground truth tagging becomes a really 
challenging problem, due to the amount of data that we 
have. Since manually tagging each sentence is infeasible, a 
machine tagging approach is then adopted as a solution. 
The approach implements a bag-of-word model that simply 
counts the appearance of positive or negative (word) tokens 
for every sentence. If there are more positive tokens than 
negative ones, the sentence will be tagged as positive, and 
vice versa. This approach is similar to the one used for 
tagging the Sentiment 140 Tweet Corpus. Training data for 
review-level categorization already have ground truth tags, 
which are the star-scaled 
ratings 

5.FEATURE VECTOR FORMATION

Sentiment tokens and sentiment scores are information 
extracted from the original dataset. They are also known as 
features, which will be used for sentiment categorization. 
In order to train the classifiers, each entry of training data 
needs to be transformed to a vector that contains those 
features, namely a feature vector. For the sentence-
level(review-level) categorization, a feature vector is 
formed based on a sentence (review). One challenge is to 
control each vector’s dimensionality. The challenge is 
actually twofold: Firstly, a vector should not contain an 
abundant amount (thousands or hundreds) of features or 
values of a feature, because of the curse of dimensionality 
[12]; secondly, every vector should have the same number 
of dimensions, in order to fit the classifiers. This challenge 
particularly applies to sentiment tokens: On one hand, there 
are 11,478 word tokens as well as 3,023 phrase tokens; On 
the other hand, vectors cannot be formed by simply 
including the tokens appeared in a sentence (or a review), 
because different sentences (or reviews) tend to have 
different amount of tokens, leading to the consequence that 
the generated vectors are in different dimensions. Since we 
only concern each sentiment token’s appearance inside a 
sentence or a review, to overcome the challenge, two 
binary strings are used to represent each token’s 
appearance. One string with 11,478 bits is used for word 
tokens, while the other one with a bit-length of 3,023 is 
applied for phrase tokens. For instance, if the ith word 
(phrase) token appears, the word (phrase) string’s ith bit 
will be flipped from “0" to “1". Finally, instead of directly 
saving the flipped strings into a feature vector, a hash value 
of each string is computed using Python’s built-in hash 
function and is saved. Hence, a sentence level 
feature vector totally has four elements: two hash values 
computed based on the flipped binary strings, an averaged 
sentiment score, and a ground truth label. Comparatively, 
one more element is exclusively included in review-level 
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vectors. Given a review, if there are m positive sentences 
and n negative sentences, the value of the element is 
Computed as: −1 × m + 1 × n. 

6. REVIEW-LEVEL CATEGORIZATION

3-million feature vectors are formed for the 
categorization. Vectors generated from reviews that have at 
least 4-star ratings are labeled as positive, while vectors 
labeled as negative are generated from 1-star and 2-star 
reviews. 3-star reviews are used to prepare neutral class 
vectors. As a result, this complete set of vectors is 
uniformly labeled into three classes, positive, neutral, and 
negative. In addition, three subsets are obtained from the 
complete set, with subset A contains 300 vectors, subset B 
contains 3,000 vectors, subset C contains 30,000 vectors, 
and subset D contains 300,000 vectors, respectively. 

The experimental result is promising, both in terms of 
the sentence-level categorization and the review-level 
categorization. It was observed that the averaged sentiment 
score is a strong feature by itself, since it is able to achieve 
an F1 score over 0.8 for the sentence-level For the review-
level categorization with the complete set, the feature is 
capable of producing an F1 score that is over 0.73. 
However, there is still couple of limitations to this study. 
The first one is that the review-level categorization 
becomes difficult if we want to classify reviews to their 
specific star-scaled ratings. In other words, F1 scores 
obtained from such experiments are fairly low, with values 
lower than 0.5. The second limitation is that since our 
sentiment analysis scheme proposed in this study relies on 
the occurrence of sentiment tokens, the scheme may not 
work well for those reviews that purely contain implicit 
sentiments. An implicit sentiment is usually conveyed 
through some neutral words, making judgement of its 
sentiment polarity difficult. For example, sentence like 
“Item as described.", which frequently appears in positive 
reviews, consists of only neutral words. 

7. RESULTS AND CONCLUSION

With the help of the ROC curves it is clear to see that all 
three models performed quite well for testing data that have 
high posterior probability. (A posterior probability of a 
testing data point, A, is estimated by the classification 
model as the probability that A will be classified as 
positive, denoted as P(+|A).) As the probability getting 
lower, the Naïve Bayesain classifier outperforms the SVM 
classifier, with a larger area under curve. In general, the 
Random Forest model performs the best. Sentiment 
analysis or opinion mining is a field of study that analyzes 
people’s sentiments, attitudes, or emotions towards certain 
entities. This paper tackles a fundamental problem of 
sentiment analysis, sentiment polarity categorization. 
Online product reviews from Amazon.com are selected as 
data used for this study. A sentiment polarity categorization 
process (Figure 2) has been proposed along with detailed 
descriptions of each step. Experiments for both sentence-
level categorization and review-level categorization have 
been performed. 
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