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Abstract-This paper discusses a statistical algorithm to detect 
DOS attacks on computer net- works. DOS attacks hamper 
the network by making resources unavailable to genuine 
users. The algorithm presented here use SNMP data in order 
to detect incoming flooding attack on a computer or network. 
The data to be monitored depends on the class of flooding 
attacks that is intended to be detected. In this paper we focus 
on detecting ICMP, UDP, TCP and IP type of flooding attacks 
on various network interfaces. 

1. INTRODUCTION

Anomaly literally means abnormality. Anomaly detection 
refers to detecting patterns in a given data set that do not 
conform to an established normal behavior. The patterns 
thus detected are called anomalies and often translate to 
critical and action- able information in several application 
domains. Anomaly detection is widely researched area. It 
can be broadly classified to be either network based or host 
based. This paper discusses an algorithm that can be used 
for both a network based as well as host based anomaly 
detection technique using SNMP data. 
The primary aim of this paper is to detect flooding attacks 
using SNMP data. Some re- search has been carried out in 
this field. A statistical method for anomaly detection is 
described in [7]. In this paper MAID technology was used 
to monitor 27 MIB II supplied network traffic parameters. 
A probability density function (PDF) was constructed for 
each parameter and compared statistically to a reference 
normal parameter using a similarity metric. Then the result 
was combined into an anomaly status vector that is 
classified by a neural network classifier. The paper gives a 
comparative study of several similarity metrics such as χ2 
test (CST), Kolmogorov Smirnov test (KST), Kupier’s KS 
type statistic (KKS), a combined area-KS type test (AKS), 
and a simpler fractional deviation from  the  mean  statistic 
(FDM). In another paper [4], a review has been done on the 
various anomaly detection methods. This includes anomaly 
detection using statistical analysis of SNMP MIB. This 
paper is divided into various sections. The next section 
gives a walk-through of the proposed algorithm. The third 
section de- scribes the environment where experiments 
were carried out in order to test the algorithm. The 
subsequent sections discuss the results and conclusion. 

2. PROPOSED MODEL

2.1 About KS Test 
In statistics, the Kolmogorov Smirnov Test (KS Test) is a 
non parametric test. This means that it does not rely on data 

that belongs to any particular distribution and does not 
assume that the structure of a model is fixed. Kolmogorov 
Smirnov Test of two types 
a. One Sample KS Test.
b. Two Sample KS Test.
One Sample KS Test: This test is used to test whether the 
sample comes from same reference distribution or not. It 
compares the cumulative distribution functions for a 
variable with a specific theoretical distribution, the 
distribution may be normal, uniform, Poisson or 
exponential. It tests whether the observed distribution is 
identical to the specified reference distribution. 
Two Sample KS Test: This test is used to test whether two 
samples come from the same distribution. The distribution 
may be normal, uniform, Poisson or Exponential. 
In this paper, we are using Exponential distribution for our 
algorithm. The Two Sample KS Test is a variant of One 
Sample KS Test. Instead of comparing a cumulative 
distribution function to a theoretical distribution function, it 
compares two cumulative distribution functions of two 
different data samples. More formally KS Test can be 
defined as follows. 
H0 = The two samples come from a common distribution. 
H1 = The two samples do not come from the same 
distributions 

2.2 Proposed Algorithm 
1. Collect training data set and treatment data set and

calculate cumulative mean of each data sets separately.
2. Calculate exponential distribution, also known as

cumulative density function, for each data value in
each sample using the following formula

E (i) = (1 − e (1/µ) ∗i),

where, µ is the mean of a sample data set and i is the 
single data. 

3. Calculate Dmax (maximum distance between the
values of cumulative density functions of the two
samples) i.e.

Dmax = Max(E1(i)–E2(i)) 

where, E1 and E2 are the cumulative density functions 
for each data of both sample and 1 i n if each sample 
contains n number of data. 

4. Calculate the critical value, Calpha (threshold value),
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to check whether a data set is normal or anomalous. 
This value is calculated from the following formula: 
Calpha = c (α) ∗√ ((n1 + n2)/(n1 ∗ n2)) , where  n1  
and  n2  are  the  sizes  of  the trained and treatment 
data set respectively and α is the significance level. 
The standard value of α is 0.5 and its corresponding 
c(α) value is 1.36. 

5. The hypothesis H0, regarding the distribution form, is 
rejected if the test statistic, Dmax, is greater than the 
critical value, Calpha, i.e. data set is anomalous. 
Otherwise, the hypothesis H0 is accepted i.e. the data 
set is normal. 

6. If the data set is normal then the training data set is 
updated by the treatment data set. Otherwise training 
data set remains same and collects new treatment data. 

 
The algorithm is explained using a flow chart in Fig 1: 
 

 
Fig 1 

 
After plotting the cumulative density function values, we 
have two graphs for the training and the treatment data sets 
as well as their deviations from each other. If the maximum 
deviation is greater than a predefined critical value 
(Threshold Value) then the data set declared to be 
anomalous. Otherwise the data set is normal. 
 

3. EXPERIMENT 
The above KS Test can be represented graphically as 
shown in Fig 1.1 below. The X axis represents the sample 

sizes and the Y axis represents the cumulative density 
function values for all the sample values. The cumulative 
density function values always lie in between 0 and 1. We 
have two sample data sets, the training dataset and the 
treatment data set: 
Trained Data Set = 0.08, 0.10, 0.15, 0.17, 0.24,0.34, 0.38, 
0.42, 0.49, 0.50, 0.70, 0.94, 0.95, 1.26,1.37, 1.55, 1.75, 
3.20, 6.98, 50.57 
Treatment Data Set = 0.001, 0.008, 0.019, 0.019,0.029, 
0.079, 0.068, 0.502, 0.115, 0.136, 0.107,0.151, 0.205, 
0.201, 0.166, 0.288, 0.492, 27.44,30.41, 10.04 
 
The graphical representation of the dataset is shown in  
Fig 2: 

 
 
To perform experiment with our algorithm we choose a 
small local area network (LAN) of C-DAC (Centre of 
Development of Advance Computing) which contains 11 
switches and 264 machines connected to those switches, 
out of which we targeted only one switch. The IP address 
of which is 172.16.16.247 and is having 24 interfaces. 

 
We have considered 22 OIDs for polling data using SNMP 
which includes 8 OIDs from interface group, 4 OIDs from 
icmp group, 4 OIDs from tcp group, 2 OIDs from udp 
group and 4 OIDs from ip group. The details of the OIDs 
are listed below in Fig 3. 

 
Fig 3 
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3.1 Preparing of Training and Treatment Data Sets 
The proposed model is a statistical model. It needs training 
and treatment data sets. The training data set is used to train 
the system and the system takes the data set as a profile or 
reference data set. 
 
In order to test the algorithm, a system has been set up. The 
set up includes a switch having 24 interfaces. Data is 
collected directly from the switch. Data has to be collected 
for all OIDs of interface group, separately for each of the 
24 interfaces. E.g. if we consider the OID ifInOctets from 
interface group, then we have to poll the ifInOctets value 
for all the 24 interfaces. For tcp, ip, udp and icmp, every 
OID value obtained from SNMP MIB are accumulated 
value for all interfaces, so interfaces need not be considered 
separately. In total, we monitored 206 OIDs for our 
experiment, polling each value for 2 seconds. Collecting 
data for 4 days we had our training data set. 
 
The procedure for  collecting  treatment  dataset is the same 
as that of training data set. Next, we compare both the 
training and the treatment data sets using the proposed 
algorithm and find out the maximum deviation between 
them, if the maximum deviation is greater than or equal to 
the critical value (explained in Algorithm section), the 
dataset can be considered to be anomalous; otherwise the 
data set is normal. In the experiment, the proposed 
algorithm detects the appropriate OIDs which behave 
anomalous along with the IP addresses connected to those 
interfaces with minimum detection time. 
 
Attacks: The proposed algorithm was tested using hping 
tool to launch various types of flooding attacks including 
tcp SYN flood, icmp ping flood, udp flooding, ip flooding 
etc. Since we are polling data from a switch having 24 
interfaces, connected by different hosts, so we target some 
of the hosts as target hosts for launching attacks. In our 
experiment we performed attacks from different hosts to 
the victim hosts and examined the results. 
 

4. RESULTS: 
We performed a number of attacks for 24 hours to the 
victim hosts and the results are shown in Fig 5 
 

 
Fig 5 

The table shows the minimum number of packets or bytes 
for which the OID behaves anomalous, the name of the 
OID, the IP address of the hosts which was targeted, the 
types of the attacks and the attack detection time. The 
efficiency of an intrusion detection algorithm depends upon 
the accuracy rate in terms of the false positive and false 
negative rate. In our laboratory, this algorithm works fine 
and detects all attacks. It shows less false positive as well 
as less false negative. 
 

5. CONCLUSION 
In the survey carried out by us, in many of the journals 
such as [4, 5, 7], researchers have carried out a large 
number of DOS attacks in their test-bed during which many 
MIB parameters are examined and monitored. In these 
experiments, they evaluated the performances of five 
prominent   and promising similarity metrics namely Chi   
Square, Kolmogorov Smirnov Test, Fractional   Among 
them Kolmogorov Smirnov Test shows the  best overall 
performance and thus the proposed model implements this 
algorithm. The proposed model takes 2 seconds as polling 
time, and so the detection time lies in between 2 to 8 
seconds, which is more acceptable than the earlier methods. 
An important feature of the proposed algorithm is that it 
has the privilege to detect the exact OIDs for which the 
system behavior is anomalous, the exact number of the 
packets or bytes for which it deviates from the normal data 
set, exact attack detection time, the type of attacks as well 
as the IP address of the victim hosts. The algorithm shows 
low false positive and the false negative rates. The false 
positive rate is 0.78124. A striking feature of the proposed 
model is that although it is a statistical model (because of 
the fact that anomalies are detected based on statistical 
data), it behaves as a machine learning model. This is 
evident because if an anomaly is not detected for a 
treatment data set, then the normal dataset is updated by the 
treatment data set, otherwise it remains the same i.e. the 
machine learns dynamically. Lastly, the proposed algorithm 
is that it detects anomalies for network based as well as 
host based systems i.e. if run for a single machine it is 
capable of detecting for that machine only. On the other 
hand if the algorithm is run for a network device e.g. 
switch, it is capable of detecting attacks for the interfaces 
connected to the switch as well. 
The only restriction of the proposed algorithm is that it is 
capable of detecting DDOS attacks only of the type 
flooding. It could be further modified to detect scan attacks 
using FDM (Fractional Deviation from the Mean). 
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