Bottlenose Dolphin Whistle Categorization Using Eigenwhistle Based Approach
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Abstract—Dolphins produce a wide variety of whistles that vary their contour shapes in terms of frequency band and spatial length. Characterization of whistles is based on the premise that dolphins share a function-specific repertoire of whistles and each one is used in a particular behavioral context which has not been investigated adequately in the literature. Therefore, the automated categorization of whistles introduced in the paper helps marine biologist to correlate them with animal’s behavioral contents. Dolphin whistles visualized in time-frequency representation are passed through a digital bandpass filter to throw off undesired and noisy information. A well-known image processing technique is adapted to process the spectrograms and extract salient features named as eigenwhistles for all training samples of different types. In the evaluation phase, testing whistles are projected on the training eigenwhistle space and based on the Euclidean metric, they are assigned to different classes of whistles. The results demonstrate the capability of eigenwhistles to correctly classify whistles with an accuracy of 90% on a total of 500 calls with 7 call types.
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I. INTRODUCTION

Marine mammals has been in the core attention of biologists and organizations in the past years. Since the ocean is vulnerable to harm by human activities and other environmental causes, regular census studies and conservation plans have been developed and implemented for the protection of sea lives. Accumulating many field data and creation of marine labs led to the convergence of a new research subject that studies on perception of natural animal vocalizations and how to associate different calls with behavioral contexts [1].

Bottlenose dolphins are one of the most social and cooperative species and usually live in groups of several individuals helping them to strengthen their bonds and learn feeding and swimming skills rapidly [2]. On the other hand, they have a strong sound production and reception ability hearing across a broad frequency band, up to 150 kHz [3]. Bottlenose dolphins can produce narrowband whistles ranging from 3.5 kHz to 10 kHz with fundamental frequency centred at 7 kHz and traveling up to 25 km away from the caller. Such characteristics make whistles ideal for social and communication purposes. Additionally, they vocalize broadband sounds named as clicks or echolocations used mostly for ocean navigation, foraging and feeding [4].

One of the early studies on dolphin whistles revealed that the frequency of whistle contours changes over time [5]. In another early work, vocalizations of captive bottlenose dolphins captured to identify the whistler showed that each individual produced a stereotyped and distinct whistle named as “signature whistle” that is unique among the other dolphins [6]. These whistles are not only used for individual recognition but also for group cohesion [7]-[8]. Recent studies even correlated different vocalizations with behavioral activities. Panova et al determined the relationship between Beluga whale’s behavioral activity and underwater sounds that were classified into five major whistle types, four types of pulsed tones, echolocations and noise calls [9]. In [10], it was shown that not only different types of dolphin whistles are used in specific behavioral contexts, but also the number of behavioural contexts correlated with certain whistle type grows with the frequency of the whistle types.

A common task in bioacoustics is to determine a species repertoire of vocalizations [11]. Usually, the spectrograms of various calls are analysed followed by extraction of important features and then grouping them into several types. One of the drawbacks of previous researches is that it required whistle contour tracing that is very tedious and computationally expensive [12]. Gannier et al used a custom developed software to extract whistle contours to measure several temporal and frequency parameters [13]. In recent years, there have been some researches to avoid contour extraction and consider whistle spectrogram as an image and apply successful image processing filters to extract distinguishing features. In [14], three different feature extraction methods such as Gabor wavelets, Fourier descriptors, and time-frequency features were applied on dolphin whistles and sparse representation classifier categorized them into four different whistle types with a superior accuracy of 98% with Gabor features. Roch et al computed cepstral features of delphinid vocalizations and trained Gaussian mixture models for different species in order to predict the whistle type [15]. Another approach introduced by Esfahanian et al used local binary patterns adapted from image processing techniques in order to capture important features to feed into K-Nearest Neighbour (KNN) whistle detectors [16].

Eigenface is a well-known appearance-based methods used for many applications such as face recognition, object identification, etc [17]-[18]. The main idea is to find optimal basis for in a subspace that has a very low dimension by applying principle component analysis (PCA) [19]. The novelty of this research is to adapt such a powerful technique on whistle type classification of bottlenose dolphin data.
This paper has been organized as followings. Section 2 describes pre-processing methods such as denoising and band-pass filtering applied on the whistle spectrograms. Section 3 outlines the eigenwhistle algorithms and how it contributes to feature extractions. Sections 4 shows the experimental results for whistle type classification followed by conclusive remarks.

II. PRE-PROCESSING

To effectively visualize marine mammal vocalizations and investigate the time-frequency variations of contours, Fourier transform is implemented on the signal windowed typically with an overlapping factor. The resulting two-dimensional matrix can be displayed as an image called “spectrogram” whereas the $x$ and $y$ axes represent time and frequency scales, respectively. The bottlenose dolphin signals were organized into 100 ms frames using 80% overlap and Hamming window of 1024 samples in length at sampling frequency of 80 kHz. The corpus utilized in this research consists of dolphin vocalizations with various types of whistles. Therefore, a thorough examination of dataset led to identification of 7 types of signature whistles that have unique contour shapes and characteristics. Fig 1. illustrates spectrograms of each whistle type along with their names used for the purpose of this research.

Fig. 1. Spectrograms of bottlenose dolphin whistles categorized into seven distinct types
It is observed that there is a fundamental whistle with the lowest centre frequency followed by several harmonics at higher frequencies with less intense contours. The fundamental whistles of bottlenose dolphins among these classes have a frequency varying between 3 kHz and 15 kHz. Additionally, the vertical red line in the spectrograms are associated with echolocation clicks produced simultaneously with the whistles but they are considered as undesired sounds as the focus of this research is on fundamental whistles.

The raw data collected from recording devices in the sea are contaminated by ocean ultra low frequency sounds and various noise sources generated by ships and boats engines and other species such as shrimps in shallow waters. On the other hand, depending on which animal and what type of call are under study, a specific frequency range may be of more importance. Therefore, the pre-processing phase is an inseparable component of such underwater studies.

To limit the frequency content of dolphin signals in which fundamental whistles are mostly seen, a 6th order Butterworth band-pass filter with low and high cutoff frequencies of 3 kHz and 15 kHz, respectively, are implemented on dolphin signals. Fig 2. shows the spectrogram of a band-passed whistle from class 6. To normalize the spectrogram within the desired frequency band \( \left[ f_0, f_H \right] \), the mean value of each frequency band \( \left( \text{Mean}(f_i) \right) \) is subtracted from the frequency bin and then divided by that bin’s standard variation \( \left( \text{Std}(f_i) \right) \) as below:

\[
\begin{align*}
S_{m,f_i} &= S_{f_i} - \text{Mean}(f_i) \\
S_{n,f_i} &= \frac{S_{m,f_i}}{\text{Std}(f_i)}
\end{align*}
\]

where \( S \) and \( S_n \) is the original and normalized spectrograms, respectively, and \( L \) is number of frequency bins. The spectrogram values are thresholded in order to isolate the fundamental whistle for further processing as shown in Fig 3.

**III. EIGENWHISTLE ALGORITHM**

There are various solutions introduced in the literature for the challenging problem of face recognition. One of the most common methods based on the appearance is eigenface [33f]. The basic idea behind the eigenface is to reduce the information by Principle Component Analysis (PCA). Due to its successful implementation and high accuracy rate, this technique has been adapted accordingly and named “eigenwhistle” for whistle type identification. There are training and testing phases involved in this approach that are explained in details at following.

**A. Training phase**

Suppose, each whistle spectrogram is of size \( n_r \times n_c \) denoting the number of rows and columns, respectively. Then, each spectrogram is vectorized column-wisely as a 1-D vector \( \Gamma \) as depicted in Fig 4.

\[
\mathbf{W} = \begin{bmatrix}
W_{11} & W_{21} & \cdots & W_{N,1} \\
W_{12} & W_{22} & \cdots & W_{N,2} \\
\vdots & \vdots & \ddots & \vdots \\
W_{1N_f} & W_{2N_f} & \cdots & W_{N,N_f}
\end{bmatrix}
\]

Fig. 4 Illustration of vectorizing spectrogram matrix

If training database consists of \( M \) whistles:

\[
\Gamma = \{ \Gamma_1, \Gamma_2, \ldots, \Gamma_M \}
\]

The average whistle spectrogram can be computed as:

\[
\Psi = \frac{1}{M} \sum_{i=1}^{M} \Gamma_i
\]

The difference whistle spectrogram is calculated by subtracting mean vector from each vectorized spectrogram:

\[
x_i = \Gamma_i - \Psi
\]

The concatenation of all 1-D spectrograms constructs a large matrix of size \( (n_r \times n_c) \times M \)

\[
X = [x_1, x_2, \ldots, x_M]
\]

The covariance matrix \( \Sigma \) is established as:

\[
\Sigma = \frac{1}{M} XX^T = \frac{1}{M} \sum_{i=1}^{M} x_i x_i^T
\]
To make the inner product less computationally expensive, the following R covariance matrix is obtained

$$R = \frac{1}{M} X^T X$$ (7)

Now, an eigenvector matrix Q of size M×M can be founds followed by calculation of eigenwhistle matrix as

$$Y = XQ$$ (8)

At the end, whistle matrix is projected on the eigenspace:

$$Z = Y^TV$$ (9)

where each column of Z represent the feature vector of each whistle.

B. Testing phase

The whole purpose of this phase is to classify a whistle into one or more of the training whistles.

Assume the test whistle spectrogram is of size $n_x \times n_y$. After it is vectorized as a 1-D vector $P$, the difference test spectrogram is computed as

$$v = P - \Psi$$ (10)

It is then projected into the eigenspace to find the test feature vector

$$u = Y^Tv$$ (11)

At the last step, the test whistle spectrogram is classified by comparing $u$ with every column of Z using the Euclidian metric. Therefore, the class corresponding to the smallest distance is assigned to the test whistle.

IV. EXPERIMENTAL RESULTS

The performance of eigenwhistle algorithm proposed in this research was evaluated on a dataset of bottlenose dolphin whistles that were categorized into seven classes based on their unique temporal and frequency shapes. To remove the bias from the classification results, training whistles were selected in a random process and remaining ones are used as testing samples. It is worthwhile to mention that this approach does not require contour tracing or identifying whistle contour in the spectrogram. Also, it is more robust to variations in the image caused by some pieces of harmonics and echolocation clicks produced simultaneously.

The database used for this study contained 420 whistles of 7 types with different variations and roughly the same number of samples was assigned for each whistle class. Also, half of the samples for each class was randomly selected to construct the training set and the remaining ones established the testing whistles. All the programs and algorithms were written in MATLAB environment.

The confusion matrix of classifications results is shown in Table 1. The overall accuracy of eigenwhistle approach with Euclidean similarity metric is 92% while there are only 17 misclassifications occurred with this approach proving the capability of eigenwhistles in identifying various whistle types. Eigenwhistle results is comparable with the accuracy reported in [20] by KNN and different features and even better than SVM with Fourier Descriptor features. Also, the dataset size of this study and number of whistle types is less than this study.

<table>
<thead>
<tr>
<th>Confusion Matrix</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>27</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
</tr>
</tbody>
</table>

It is also observed that the second whistle type with 4 misclassifications (2 first class and 2 third class) had the highest number. One reason is that some segments are the second class is similar to the first and second class. Another reason could be the incapability of Euclidean method to measure their similarities accurately. Also the seventh whistle type has the least number of misclassifications since its range of time and frequency variations don’t resemble the other whistle types.

V. CONCLUSION

In this research, the classification of various types of bottlenose dolphin whistles was implemented and evaluated on a fairly large dataset. A famous image processing technique used for face detection was adapted for identification of different whistle and named as “eigenwhistle”. This approach uses the concept of principle component analysis to reduce the dimensionality of data and Euclidean metric to measure the similarity. This approach eliminates one of the main problems in whistle detection and identification called contour tracing. The classification accuracy obtained by eigenwhistle is 92% considering the fact that there exist seven whistle types equally populated in the database. The eigenwhistle approach proved its superior accuracy and robustness against time and frequency variations and other noise effects seen in the whistle spectrograms.
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