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Abstract: In this paper the authors presented that how to 
analyse the Customers data when it is huge and various raw 
format data. So, for this we have used the Hadoop Big Data 
tools map-reduce Pig and Hive which makes easier to analyse 
the various raw formats of data. 
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INTRODUCTION 
Mostly the universe runs on the Business. So they get 
customers raw data of various formats and they don’t know 
what is the data is there, for that we can use technique of 
Hadoop and Big data Tools for analysing the data of raw 
formats. First we should know what is Hadoop , Map 
reduce and hive. 
Hadoop follows Master-Slave architecture. Hadoop uses 
HDFS to store files efficiently in the cluster. When a file is 
placed in HDFS it is broken down into blocks, 64 MB 
block size by default. These blocks are then replicated 
across the  different nodes (DataNodes) in the cluster. The 
default replication value is 3, i.e. there will be 3 copies of 
the same block in the cluster. We will see later on why we 
maintain replicas of the blocks in the cluster. 
A Hadoop cluster can comprise of a single node (single 
node cluster) or thousands of nodes. 

Hadoop is made up of 2 parts: 
1. HDFS – Hadoop Distributed File System
2. MapReduce – The programming model that is used to
work on the data present in HDFS.

Hadoop Distributed File System (HDFS) Building 
blocks of  Hadoop: 
A. Namenode
B. Datanode
C. Secondary Name node
D. JobTracker
E. TaskTracker
NameNode
The NameNode in Hadoop is the node where Hadoop
stores all the location information of the files in HDFS. In
other words, it holds the metadata for HDFS.

Secondary NameNode 
IMPORTANT – The Secondary NameNode is not a 
failover node for the NameNode. The secondary name node 
is responsible for performing periodic housekeeping 
functions for the NameNode. It only creates checkpoints of 
the file system present in the NameNode. 

DataNode 
The DataNode is responsible for storing the files in HDFS. 
It manages the file blocks within the node. It sends 
information to the NameNode about the files and blocks 
stored in that node and responds to the NameNode for all 
filesystem operations. 
JobTracker 
JobTracker is responsible for taking in requests from a 
client and assigning TaskTrackers with tasks to be 
performed. The JobTracker tries to assign tasks to the 
TaskTracker on the DataNode where the data is locally 
present (Data Locality). If that is not possible it will at least 
try to assign tasks to TaskTrackers within the same rack. If 
for some reason the node fails the JobTracker assigns the 
task to another TaskTracker where the replica of the data 
exists since the data blocks are replicated across the 
DataNodes. This ensures that the job does not fail even if a 
node fails within the cluster. 
TaskTracker 
TaskTracker is a daemon that accepts tasks (Map, Reduce 
and Shuffle) from the JobTracker. 
The TaskTracker keeps sending a heart beat message to the 
JobTracker to notify that it is alive. Along with the 
heartbeat it also sends the free slots available within it to 
process tasks. TaskTracker starts and monitors the Map & 
Reduce Tasks and sends progress/status information back 
to the JobTracker. 

MapReduce 
MapReduce is the programming model that uses Java as the 
programming language to retrieve data from files stored in 
the HDFS. All data in HDFS is stored as files. Even 
MapReduce was built in-line with another paper by 
Google. 
Google, apart from their papers did not release their 
implementations of GFS and MapReduce. However, the 
Open Source Community built Hadoop and MapReduce 
based on those papers. The initial adoption of Hadoop was 
at Yahoo Inc., where it gained good momentum and went 
onto be a part of their production systems. After Yahoo, 
many organizations like LinkedIn, 
Facebook, Snapdeal Netflix and many more have 
successfully implemented Hadoop within their 
organizations. 
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Fig.1.MapReduce Job submission flow mechanism 

  
In this paper author’s analyzed online data with the help of 
Big Data technology and visualized 
Analysis of Online Shopping Data 
Big Data technology analyzes the any type of data whether 
it is structured or unstructured. In Big Data technology 
everyone can analysis the data in a few second that takes 
more time in traditional one. 
In the past for analysis no one used the Big Data 
technology to analyze and visualize the large scale online 
data like gigabytes or terabytes. Therefore we need parallel 
techniques. With the help of Big Data technology, we can 
easily tackle the huge amount of online data in parallel. 
Hadoop distribution platform for implementing Big Data 
technologies i.e. Hadoop, Pig  and Hive  etc. It provides 
virtual Linux environment for map reducing. Apache 

Hadoop is a framework running on the top of the cloudera 
.Apache Hadoop is used for processing the huge data across 
the cluster of commodity computers using simple 
programming model. Map Reduce is generally used for 
splitting the task across processor. Map Reduce is written 
in Java programming language. For running 
ClouderaCDH5, VM Player has been used to execute the 
ClouderaCDH5 machine as a virtual framework. Local 
machine must have required 4GB RAM for successfully 
configure the ClouderaCDH5 machine on VM Player. 
 
Algorithm for analysis of Online Data 
An algorithm used for analysis of online data has two 
phases i.e. mapper phase and reducer phase.  
 
Mapper 
The Mapper code reads the input files as <Key,Value> 
pairs and emits key value pairs. 
 
Sort and shuffling is done Reducer 
The Reducer code reads the outputs generated by the 
different mappers as <Key,Value> pairs and emits key 
value pairs. 
 

SIMULATION WORK 
Simulation work has been initialized by installation of 
clouderaCDH3 on windows. 
Take some file named as retail.txt 

 
Fig 2.Raw Data 
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First create DataBase 
Hive>create database onlinetransaction; 
 
Create table in Database 
Hive(onlinetransaction)>create table transaction(txnno 
INT,txndate STRING,custno INT,amount 
DOUBLE,category  STRING,product STRING,city 
STRING,state STRING,spendby STRING) row format 
delimited fields terminated by ‘,’ stored as textfile; 
 
 
 
 
 

Loading data from local 
Hive>load data local in path  
‘home/cloudera/desktop/retail.txt' overwrite into table 
transaction; 
Operations on Online Raw Data 
If we want category wise total amount 
 
Hive>Select category, Sum(amount) from transaction 
group by category; 
After that, these analyzed data presented on Hadoop and 
connected directly to Big Data Visualization tool i.e. 
Tableau tool. All the data have collected in the Big Data 
tool. 

 
Fig 3: showing the amount by category wise 

 
 

CONCLUSION 
In this study, we have analyzed and visualized the online 
data of India using Big Data technology for a given data in 
fraction of second which was not possible by traditional 
techniques. In this paper authors are thus using Big Data 
technology to better understand the data and minimize the 
potential damage that an online data can cause.  
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